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ABSTRACT

A rate-distortion-constrained statistical motion estimation

algorithm is presented here that leads to improvements in

subband video coding. The main advantages of the algo-

rithm is that it requires a relatively small number of com-

putations, produces a much smoother motion field, and

employs a more effective measure of performance that the
conventional mean absolute difference or mean squared er-

ror. The proposed algorithm circumvents problems in the

motion compensation loop such as illumination variations,

noise, and occlusions, by providing a mechanism for alter-

nating between intra-frame and residual coding. Experi-
mental results demonstrate that the corresponding video

coder outperforms the H.263 in terms of motion vector

search complexity and overall bit rate at the same repro-

duction quality.

1. INTRODUCTION

In conventional video coding systems, block matching al-

gorithms (BMAs) are often used for motion estimation to

remove temporal redundancies [1, 2, 3]. Such algorithms

form the foundation for many video coders and are part of

the H.261, H.263, and MPEG standards [4, 5, 6, 7], mainly

because they are relatively simple in concept and design,

but also because they tend to work reasonably well.

A disadvantage of BMAs, in general, is that their perfor-

mance is sensitive to illumination changes, noise, occlusion,

and reconstruction quMity of previously coded frames. Mo-

tion vector estimates often do" not correspond to physical

motion in the video scene. Even where motion does not

exist, BMAs produce an estimate. This can lead to a rough
motion field,-where many motion vectors carry little use-

ful information, yet are very difficult to encode. Moreover,

since a mean squared error or mean absolute difference dis-

tortion measure is usually used as the matching criterion,

the motion vector estimate does not necessarily lead to the

best rate-distortion performance [8, 9, 10]. To address some

of these problems, the MPEG-2 standard, for example, pro-

vides a mechanism for alternating between intra-frame and
inter-frame coders.

In this paper, we introduce a rate-distortion constrained

statistical motion estimation algorithm that not only re-

quires a level of complexity that is comparable to that of
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Figure 1: Block diagram of rate-distortion-constrained sta-
tistical motion estimation.

the fastest BMAs but also solves most of the above prob-

lems, thereby leading to a more consistent motion field.

The algorithm is used for motion estimation on the subband

level [11, 12], where high order entropy-constrained residual

scalar quantization is employed for coding both the original

and residual subbands. The proposed algorithm exploits
the natural motion field smoothness that tends to exist spa-

tially, temporally, and across subbands. It selects motion
vectors based on the current behavior of the motion field

and also based on the performance of the residual coder,

which is also the ultimate objective performance measure

of the video coder. Although the proposed algorithm is

presented in the context of subband video coding, its un-

derlying principles can also applied in other contexts.

2. THE PROPOSED MOTION ESTIMATION

ALGORITHM

The proposed motion estimation algorithm is illustrated

in Fig. 1. Each frame of the video sequence is decomposed

into M subbands using a uniform subband decomposition

structure. The algorithm is applied to each subband in-

dependently, using information from previously coded sub-

bands (see Fig. 2). First, sufficiently large block and search

region sizes are chosen for each subband. All of the possi-
ble motion vectors in the search region are then divided into

clusters or rectangular regions. This is illustrated in Fig.
3, where each black dot denotes a motion vector location.

The search region shown in the figure corresponds to +4
displacements for each of the two coordinates. During the
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Figure 2: Inter-frame, inter-subband, and intra-subband
dependencies for motion vectors.
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Figure 3: An example of first layer and second layer passes
in intra-band motion estimation.

design process, conditional probabilities axe generated for
each of the rectangular regions, and these probabilities are
grouped into tables, each corresponding to a conditioning
state. The states are derived based on previously coded mo-
tion vector in a subband-spatial region of support. In other
words, a high order statistical model that is driven by a
finite-state machine (FSM) is built that exploits statistical
dependencies in the motion field between motion vectors
within the current subband as well as between subbands
in both the same frame and previous frames. Complexity
reduction techniques described in [13] allow us to use a suf-
ficiently large conditioning subband spatio-temporai region
of support, yet produce only a small number of condition-
ing states. Since the motion field is usually quasi-stationary,
_aptation is used during the encoding procedure, but the
conditioning network is kept fixed for a larger number of
fra_nes.

Given a conditioning state, the algorithm, illustrated
in Fig. 3, performs two passes. In the first layer pass,
the motion vector (solid line terminated by ×) with largest
probability p, contained in the rectangular region with the
largest conditional probability pj (i.e. region 1 in Fig. 3)

is selected first as the candidate motion vector. A high
order entropy-constrained residual coder [13] is then ap-
plied to the difference between the original block and the
motion-compensated prediction block, producing a rate Rr
and a distortion Dr, as shown in Fig. 1. Next, we com-

pute the Lagrangian J_ = Dr + $(Rm + Rr), where R,_
is the motion vector bit rate, set here for simplicity to the
sum of conditional self-information components J R,_ =

-log_(p,) -log2(pj). Let Jo be the current running av-
erage Lagrangian and T_ be a threshold s that determines
the tradeoffs between complexity and rate-distortion perfor-
mance. If J_ < Tl(Ja), then the selected motion vector is
accepted and encoding is terminated for that block by send-
ing motion and residual encoded bits to the channel. At this
point, practically no computations have been performed for
the estimation procedure. All multiphes/adds performed
would have been needed for encoding subsequently. If J_ >

TI(Jo), then the selected motion vector is rejected and a
signal is fed back to the motion estimator, where the most
probable motion vector located in the region with the sec-
ond largest conditional probability pj is selected as an al-
ternative candidate. This is indicated by the dashed line
terminated by x in region 2 of Fig. 3. This procedure is
repeated until either the above condition is met, when en-
coding is aborted, or all regions axe exhausted. In cases
where little or no motion exists in the video scene, encod-

ing is aborted in the early stages of the first layer pass.
However, in cases where the video signal undergoes sudden
changes (e.g., zoom, occlusion, illumination), accurate mo-
tion vectors cannot be predicted based on the probabilities
in the model because no a priori information about sudden
motion variations is available. As a result, an inaccurate
motion vector predicted by the statistical model will gener-
ally lead to an increase in the Lagrangian value J_. In such
cases, a second layer pass is employed.

In the second layer pass, the lowest Lagrangian J[ is
compared to'Ja. If JT, > T2(J_), where T2 is a threshold,
whose best value is found experimentally to be between 2.0
and 3.0, then the algorithm exits. Otherwise, the region
that led to the lowest Lagrangian is again considered, where
other less probable motion vectors belonging to the same
region are chosen as candidates. The algorithm proceeds
by applying the same procedure as in the first layer pass.
In other words, for the next most probable motion vector,
the new motion-compensated prediction block is computed,
and the same entropy-constrained residual scalar coder is

applied to the corresponding residual block. The same pro-
cedure is repeated until the proper condition is satisfied, or
all regions are exhausted. Finally, in the case where the
algorithm exits the two passes without yielding any "good"
motion vector candidate, the lowest Lagrangian produced

during both passes is compared to that of the intra-frame
coder, and the coder leading to the lower value is used.
Details of the rate-distortion-based mechanism, by which a
particular coder is chosen, as well as a complete description
of the residual coder can be found in [12].

1Note that by storing - log2(p ) instead of a probability p, no

log 2 operations need to be performed.
2The best value of T1 is determined experimentally, and is

usually between 1.0 and 1.5.
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3. ADVANTAGES OF THE PROPOSED
ALGORITHM

At first glance, the proposed motion estimation algorithm

seems quite complicated. However, experimental results
show that, depending on the bit rates of operation and

the contents of the video scene, our algorithm stops af-

ter the first stage of the first layer pass, which requires

practically no computations, more than 90% of the time.
Moreover, the algorithm completes both passes in only ap-

proximately 2% of the cases. Besides its computational
advantage, the proposed algorithm has several other fea-
tures worthy of mention. First, it efficiently and effectively

exploits dependencies between motion vectors by using a

two-layer, region-based and vector-based, statistical model.
Second, it improves the consistency of the spatio-temporal
smoothness of the motion field and reduces sensitivity of

the estimation by favoring the most probable candidates.
To illustrate this, Figures 4 (a) and (b) show the compari-
son between the motion fields resulted from our algorithm
and the full-search BMA. The increased smoothness ob-

served in Fig. 4 (b) indicates a lower entropy. Not only it
is easier to encode the motion vectors in Fig. 4 (b), but

the subjective quality of the reconstructed video frames is

also better. Another advantage of our algorithm is that it

directly embeds the residual coder into the estimation loop,
thereby potentially leading to overall better rate-distortion
performance. Finally, note that the number of computa-
tions required by the proposed motion estimation algorithm

is variable, and depends on the content of the video scene.

In variable length video coders (such as MPEG), this can
be incorporated into the buffering schemes already being
used in bit rate control.

4. EXPERIMENTAL RESULTS

In the experiments, the QCIF version of the MIss AMERICA

sequence is used for the test sequence. To compare the per-
formance of our video coder with the current technology for

low bit rate video coding (i.e., below 64 kbits/sec), we used

the software simulation model of the new H.263 standard

obtained from ftp://bonde.nta.no/pub/tmn [14].

The subband decomposition is a uniform 2 × 2 exact

reconstruction analysis/synthesis system. We chose the re-

cursive filter banks for their computational efficiency. The

block size for searching the motion vector candidates in our

algorithm is 4 x 4. A search region of 4-4 pixels in both

spatial directions is chosen. The threshold values T1 and T2

are set to be 1.2 and 3.0 respectively. The current running

average Lagrangian Ja is computed based on the previous
four Lagrangian Jx values in order to make the algorithm

more adaptive. All the motion vectors throughout the ex-
periments a_e at whole pixel accuracy. Motion estimation
is performed only for the luminance component and the es-

timated motion vector field was subsequently used for the

motion compensation of the chrominance signals. The tar-

get bit rate is set to be approximately 16 kbits/sec.

Fig. 5 (a) and (b) show the bit rate usage and the PSNR

coding performance of our coder and the H.263 standard for
50 frames of the luminance component of the color test se-

quence MIss AMERICA. We fixed the PSNR and compared

the corresponding bit rates required by both coders.

(a) MOTION FIELD FOR FULL-SEARCH BMA
MotionVectorsofFrame2 ofFlowerGarden
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(b) MOTION FIELD FOR OUR ALGORITHM

Motion Vectors of Frame 2 of Flower Garden
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Figure 4: Motion vector field obtained by (a) FS-BMA
and (b) our algorithm on the low-pass subband of FLOWER
GARDEN (SIF format) Frame No. 2. We used a 4-4 pixel

search region with block size of 4 x 4.

While the average PSNR is approximately 39.4 dB for

both coders, the average bit rate for our coder is only 13.245

kbits/sec as opposed to 16.843 kbits/sec for the H.263 stan-
daxd. To achieve the same PSNR performance, our coder

requires only 78% of the overall bit rate of the H.263 video
coder.

Finally, to illustrate the computational reduction in mo-

tion estimation, we show the comparison in terms of number

of matches required for our algorithm and the full-search
BMA. For the FS-BMA with the same 4-4 search region

in a subband frame, the number of matches required is

22 x 18 x 81 = 32076, and 4 x 4 = 16 MAD calculations for

each corresponding match. Our algorithm requires at most

22 x 18 × (9 + 9 - 1) = 6732 matches with a table look-up
of codebook size 9 with no MAD calculations. For exam-

ple, in Frame 41 of the MISS AMERICA sequence, 305 out
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of 22 x 18 = 396 matches are found in the first stage of the
first layer pass. Furthermore, no match is found to exhaus-
tively search all stages in both first and second layer passes.

The algorithm uses a total of 1202 matches in comparison
with 32076 matches that would have been required by the

FS-BMA, and our algorithm requires no MAD calculations.
In conclusion, our algorithm outperforms the current

H.263 standard by more efficient utilization of bit rates

given an image quality. In terms of search complexity in
motion estimation, our algorithm is able find a better mo-

tion vector field in a rate-distortion sense and requires a
fraction of the computation in comparison to the full-search

BMA. °
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Figure 5: The comparison of overall performance -- (a) bit

rate usage,and (b) PSNR quality, -- of our video coder

with H.263 standard for MIss AMEPJCA QCIF sequence at

10 frames/sec. Not shown in (a) are the values 5465 bits
and 7381 bits used by intra-frazne (Frazne 1) of our coder

and H.263 standard respectively. Only the PSNR of Y lu-

minance fra_nes are shown in (b).
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